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Abstract

Language learning involves the correct acquisition of gram-
mar skills. To facilitate learning with computer-assisted sys-
tems, automatic spoken grammatical error detection (SGED)
is necessary. This work explores Automatic Speech Recogni-
tion (ASR), which decodes text from speech, for SGED. With
current advancements in ASR technology, often it can be be-
lieved that these systems could capture spoken grammatical er-
rors in the decoded text. However, these systems have an in-
herent bias from the language model towards the grammatically
correct text. We explore the ASR-decoded text from commer-
cially available current state-of-the-art systems considering a
text-based GED algorithm and also its word-level confidence
score (CS) for SGED. We perform the experiments on the spo-
ken English data collected in-house from 13 subjects speaking
4110 grammatically erroneous and correct sentences. We found
the highest relative improvement in SGED with CS is 15.36%
compared to that with decoded text plus GED.

Index Terms: spoken grammar error detection, computer-
assisted language learning, automatic speech recognition

1. Introduction

In today’s world, English has become the lingua franca of ed-
ucation, science, technology, and employment [1]. Thus, it is
crucial for individuals to acquire proficiency in the English lan-
guage for effective communication. Consequently, English lan-
guage learners (non-native speakers) have grown significantly
[2]. Effective language learning involves the correct acquisition
of grammar and pronunciation skills. Spoken grammar refers
to the rules governing how words are used to construct sen-
tences in spoken English. It plays a crucial role in enhancing
effective communication, enabling individuals to express them-
selves clearly and ensuring that their intended message is ac-
curately understood. However, they often make grammatical
errors in sentence construction due to the influence of their na-
tive language’s grammar structures, limited English language
exposure, and the complex nature of English grammar rules.
To support language learners, Computer Assisted Language
Learning (CALL) systems are employed for both pronuncia-
tion and grammar skills, providing automatic assistance and
feedback akin to a teacher’s supervision. Typically, these sys-
tems utilize ASR technology. The ASR systems are designed
to recognize (decode) the text as a sequence of words from
speech capturing its properties by considering various factors
such as context, grammar, and pronunciation [3]. Thus, it has
been hypothesized that ASR systems can recognize grammat-
ically incorrect sentences. Consequently, grammatical errors
are assumed to be detected with text-based grammatical error
detection methods [4]. Further, the current advancements in
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ASR technology that involves end-to-end modelling made to
believe the hypothesis stronger. However, the correct grammat-
ical structure bias in ASR often limits the utilization of decoded
text from ASR for detecting grammatical errors to build CALL
systems.

In [4], a deep learning-based Grammatical Error Detection
(GED) system originally designed for written text [5, 6] was
fine-tuned using ASR transcriptions of spoken data. For each
token/word in the transcript, GED assigns a label indicating
grammatically correct or incorrect in that context. Similarly, in
[7], the GED system was combined with ASR transcripts along
with the decision of whether to pass a token from the transcript
to the GED system based on the word-level confidence score
obtained from ASR and a predefined threshold. Tokens with
confidence scores exceeding the threshold were passed to the
GED system for error detection, while those below the thresh-
old were labelled as correct, indicating potential ASR errors.
These works highlight the limitation of solely relying on ASR
transcripts for detecting grammatical errors and emphasize the
need for better spoken grammatical error detection systems with
improved accuracy and efficacy.

In this work, we perform analysis by utilizing confidence
scores or likelihoods obtained from ASR systems to assess their
effectiveness in identifying grammatical errors, eliminating the
need for additional systems. The likelihoods are obtained corre-
sponding to the five best paths from the ASR decoding process,
and the confidence scores are obtained at the word level for the
text from the best decoding path. For this, ASR is built with an
open-source tool kit considering three different LMs, namely,
Librispeech [8], Tedlium [9] and Zamia. We compare the per-
formance of the proposed approach with the GED system con-
sidering the decoded text obtained from three state-of-the-art
(SOTA) ASR systems, which include a commercially available
ASR. For evaluation, we collected speech data from 13 speak-
ers reading both grammatically correct and incorrect sentences,
serving as a test set. The spoken grammar error detection accu-
racy obtained with the confidence score-based analysis has the
highest relative improvement of 15.36% compared to that with
the GED on ASR-decoded transcripts.

2. Background

Figure 1 shows the block diagrams of statistical [10] and end-to-
end ASR systems [11, 12, 13]. Both systems have the following
three common components: AM, LM and Decoding. Besides
these, the statistical ASR has a pronunciation model that maps
the phonemes to words. Each of the three components is ex-
plained as follows.

Acoustic Model (AM): The AM captures the relation-
ship between the acoustic features extracted from the input
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Figure 1: Block diagrams of Statistical and end-to-end ASRs

speech and the corresponding phoneme/sub-word/character se-
quence. These acoustic features generally are Mel Frequency
Cepstral Coefficients (MFCCs) [14] in the case of statistical
ASR. Whereas for E2E ASR, these features are learnt during
the training with convolutional neural networks [15]. Thus, the
AM provides likelihood/probability for each unit, given the in-
put acoustics.

Langauge Model (LM): The LM captures the grammatical
structure of the spoken language. The LM takes a sequence of
words as input and predicts the probability of each word being
the most likely choice to follow the given grammatical context.
Thus, the LM is trained by considering correct text sentences.
In statistical ASR, LM is trained separately from AM. However,
in E2E ASR, the LM is trained together with AM in an end-to-
end fashion.

Decoding: The beam search [16] algorithm is typically
used for decoding. This algorithm efficiently explores the space
of possible word or unit sequences to find the most likely tran-
scription. It maintains a beam, a set of the most promising hy-
potheses, and at each step, it expands the beam by considering
multiple candidate paths. These candidates are scored using a
combination of probabilities from the AM and LM, allowing
the algorithm to prioritize sequences that align well with both
the acoustic and linguistic aspects of the input.

N-best: The N-best hypotheses are generated by selecting
the top N candidates from the final beam. These candidates
represent different possible transcriptions or interpretations of
the input speech, ranked by their likelihood. An example case
is shown in Figure 1 for the 5-best hypotheses.

3. Data collection
3.1. Text data collection

The text data for the recording is chosen such that it contains
both grammatically correct and incorrect sentences. The dataset
comprises sentences from a set of Multiple Choice Questions
with a blank in each question with one correct and varying
number of incorrect options. Sentences were prepared by tak-
ing each option at a time in the blank position. The sentences
with the correct option will be correct sentences and those with
the incorrect option will be incorrect. Questions were chosen
from 37 topics that include a wide range of grammatical aspects
including the use of prepositions, irregular verbs, tenses, pro-
nouns, etc. These questions were designed by English teachers
having 5 years of teaching experience, out of 37 topics 5 topics
have 2 options, 1 topic has 3 options and 31 topics have 4 op-
tions for each question and each topic consists of 30 questions
resulting in 1110 questions with 1110 correct and 3000 incor-
rect sentences. All the sentences were in the range of 3 to 33
words long with mean and standard deviation being 8.92 and
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3.13 respectively.

3.2. Speech data collection

The speech data were collected from 13 speakers reading the
above text data. The subjects span across 3 states in India, 10
speakers from Andhra Pradesh, 2 speakers from Gujarat and
1 speaker from Karnataka, all of whom were college students.
The data was collected using a web application written using
React]JS and Firebase backend. Each sentence will be displayed
to the user with the option to record, listen to his/her record-
ing and submit the recording. After the completion of record-
ing 4110 sentences, the recordings were verified manually to
check whether the recordings are matching with the text or not,
and the recordings which are not matching with the text were
flagged and the flagged sentences were sent to the speaker for
re-recording. All the audios were recorded at 48kHz and then
downsampled to 16kHz. The audio clips were in the range of
1-12 seconds long, with most of the audio clips being 3-4 sec-
onds long. The audio clips received were single-channeled, in
wav format.

4. Spoken grammar error detection

We analyse the detection of grammatically correct and incor-
rect sentences considering the following three measures: 1) LM
likelihoods 2) Average ASR word-level confidence score (CS)
3) ASR decoding likelihoods of N best hypotheses. We com-
pare the performance in terms of classification accuracy and av-
erage F1 score of the target class being correct and incorrect
obtained in a question-specific (QS) manner. For each ques-
tion, the sentence with the highest likelihood/confidence score
is classified as correct and the rest as incorrect. A schematic
diagram of SGED is shown in Figure 2. Each of the analyses is
explained along with its motivation as follows:

4.1. LM likelihood based analysis

The analysis is performed by considering the LM loglikelihoods
which explores the effectiveness of the text data alone as ASR-
decoded text would have errors that would propagate when
speech-based analysis is performed. Also, this analysis pro-
vides an upper bound for the speech-based analysis. Generally,
LM is trained with a large number of correct sentences, so it
has N-Gram likelihoods only for the correct sequence of words.
If we pass the incorrect sentence then the N-Grams which are
incorrect will be considered either unknown or the correspond-
ing discounting will be applied which will result in lowering the
overall sentence likelihood. One such example case is shown in
Table 1 where the correct sentence got high log-likelihood than
all incorrect sentences.

Experimental setup: We consider the most widely used
N-Gram language models in statistical ASR systems i.e. Lib-
rispeech, Tedlium and Zamia. We consider 3-Gram small, 3-
Gram medium and 3-Gram Large LMs trained on Librispeech
text corpus using SRILM toolkit [17], 4-Gram small and 4-



Gram large LMs trained on Tedlium text corpus using PocoLM
toolkit and 4-Gram and 5-Gram LMs trained on Zamia text cor-
pus using KenLLM toolkit [18] resulting in a total of 7 LMs
covering different N-Grams from different text corpora. Lib-
rispeech LMs taken from Open Speech and Language Re-
sources website !, Tedlium LMs taken from the Kaldi website?
and Zamia LMs were taken from Zamia Speech’s official web-
site . We calculate LM likelihoods using the SRILM toolkit.

Baseline: We consider the widely used LSTM [19] based
GED [6] algorithm trained with FCE Grammatical Error Detec-
tion corpus [20]. Since the GED is a sequence labeler, it labels
every word as correct or incorrect in a sentence. We classify the
sentence as incorrect if at least one incorrect label is predicted
in the sentence, otherwise correct. An NVIDIA GeForce RTX
2080 GPU is used for training and testing the GED model with
the default parameter setup mentioned in the paper.

4.2. Confidence score based analysis

Confidence score-based analysis is performed by considering
the average word-level likelihoods of the first best hypothesis
for the classification. The hypothesis in considering confidence
scores as a direct measure of classification is that when an in-
correct sentence is decoded, the confidence score for words at
the incorrect position would be penalised because of LM’s in-
herent bias towards correct grammar. Thus, it would reflect in
the average score. One such example case is shown in Table 2.
For the correct sentence, all words have the highest CS, in in-
correct sentences the words in incorrect positions got very less
CS than other words, resulting in a low average score shown in
the last column.

Experimental setup: We consider two types of ASRs, the
first type of ASR is statistical which is a pre-trained Librispeech
ASR model available on the Kaldi website* and decoded us-
ing different LMs mentioned in the previous section, the sec-
ond type of ASR is Google ASR, which is end-to-end based.
Along with the most widely used LMs, we have trained LMs
with only correct sentences from the test set and used them for
decoding with statistical ASR. The intention behind using these
LMs is to check whether the reduced searching space of the
words while decoding improves the score-based classification.
The use case for this type of LMs is when we know the text
that we are expecting from the learner while learning through
a CALL system, but giving answers to the practice questions
through speech by inserting the option that the learner thinks is
the correct answer for a fill in the blank question with multiple
options. The same is illustrated in Figure 2. In this scenario,
the word space will be limited to the words in the test set and
will be useful in evaluating the answer given by the user. The
confidence scores from Librispeech ASR are calculated using
the Kaldi ASR toolkit [21] and confidence scores from Google
ASR are obtained through paid speech-to-text APIL.

Baseline: We consider the commonly used cascaded type
of systems with ASR as the first block and text-based GED
as the second block. We consider 3 end-to-end ASRs such as
Google ASR, wav2vec2.0 3 [22] ASR and whisper [23] large
v2 multilingual ASR with WERs 21.26%, 19.70% and 11.89%
respectively.

lhttps:
2https:
3https:

//www.openslr.org/11/
//kaldi-asr.org/models/m5
//goofy.zamia.org/zamia-speech/1lm/
4https://kaldi-asr.org/models/ml3
Shttps://huggingface.co/speechbrain/
asr-wav2vec2-librispeech
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Table 1: Example LM likelihoods for 4 options case

Correct (C) sam has met his girlfriend -16.70
Incorrect] (I1) sam has meet his girlfriend -18.9
Incorrect2 (I2) sam have met his girlfriend -16.78
Incorrect3 (I3) sam have meet his girlfriend -18.9

Table 2: Example confidence scores for 4 options question

Ground Truth sam has met his girlfriend
C  Decoded sam has met his girlfriend
CS 1.00 1.00 093 1.00 086 0.958
Ground Truth sam has meet his girlfriend
I1  Decoded sam has made his girlfriend
CS 1.00 1.00 0.62 0.99 1.00 0.922
Ground Truth sam have met his girlfriend
[2 Decoded sam have met his girlfriend
CS 1.00 0.84 092 1.00 1.00 0.952
Ground Truth sam have meet his girlfriend
I3 Decoded sam have meet his girlfriend
CS 1.00 0.40 0.38 1.00 051 0.658

4.3. N-best scoring based analysis

The N-best scoring analysis is performed by considering the
decoding likelihood of each of the N-best at a time for classi-
fication. The reason behind choosing N-best is that not always
the first best is the best transcription. An example case is shown
in Table 3 where the bolded one is actual text but is the 4th best
hypothesis. So we analyse 1 to 5 best hypothesis likelihoods for
classification.

Experimental setup: From the statistical ASR i.e. Lib-
rispeech ASR, we have calculated decoding likelihoods for the
5 best hypotheses for every audio using different LMs using the
Kaldi ASR toolkit. We perform this analysis to check if there
is any pattern with change in the best hypothesis as the decoded
audio consists of grammatically incorrect text. We use the same
baseline mentioned in Section 4.2 for comparison.

Table 3: Example N-best hypotheses with decoding likelihoods
(correct transcription bolded)

of the
of the
of the
of the
of the

beats are
beets are
beats on
beads are
beasts are

1st best
2nd best
3rd best
4th best
5th best

some
some
some
some
some

missing 3.0892
missing 3.0718
missing 3.0616
missing 3.0608
missing 3.0602

5. Results and discussion
5.1. LM likelihood based analysis

Table 4 shows option-wise text-based classification accuracies
with average F1 scores. It is clearly seen that the classifica-
tion accuracies through LM likelihoods with the QS method
are higher than the baseline state-of-the-art GED. In particu-
lar, Tedlium 4-Gram large, Zamia 5-Gram and Tedlium 4-Gram
large show better accuracy than other LMs in the 2, 3 and 4
options cases respectively. But the performance difference be-
tween the 1st and 2nd highest is not much. This tells us that
N-Gram LMs have the capability in detecting grammatical er-
ror occurrences by penalising the likelihood scores for incor-
rect sentences as the occurrence of words sequence in incorrect
sentences is not seen in the training and is treated as unknown
words. This can boost the score-based classification with sta-
tistical ASR as the LM’s contribution is more while decoding.
Among all, Zamia 5-gram LM shows the highest average accu-
racy & average F1 score. With this LM, the highest relative per-



Table 4: LM likelihood based analysis (accuracies in percentage (%) with average F1 scores in brackets)

Options (#) Librispeech Tedlium Zamia Baseline
3 (Small) 3 (Medium) 3 (Large) 4 (Small) 4 (Large) 4 5 GED
2 67.33 (0.67) | 68.67 (0.69) | 74.00 (0.74) | 71.33 (0.71) | 76.00 (0.76) | 68.00 (0.68) | 72.00 (0.72) | 56.00 (0.56)
3 57.78 (0.53) | 55.56 (0.50) | 62.22(0.58) | 51.11 (0.45) | 60.00 (0.55) | 84.44 (0.83) | 88.89 (0.88) | 67.78 (0.63)
4 76.94 (0.69) | 75.59 (0.67) | 80.11(0.73) | 78.71 (0.72) | 80.75 (0.74) | 77.96 (0.71) | 79.62 (0.73) | 57.39 (0.52)
Average 67.35(0.63) | 66.61 (0.62) | 72.11(0.68) | 67.05 (0.63) | 72.25 (0.68) | 76.8 (0.74) | 80.17 (0.78) | 60.39 (0.57)

Table 5: Confidence score based analysis (accuracies in percentage (%) with average F1 scores in brackets)

formance observed is 32.75% with the GED baseline in terms
of accuracy and 36.84% in terms of average F1 score.

5.2. Confidence score based analysis

Table 5 shows the option-wise CS based classification compar-
ison with baselines. Initially, if we compare the classification
accuracies of baselines with E2E Google ASR, score-based ac-
curacies with the QS classification method are higher than the
baseline in all cases except in 2 options case with the highest
being wav2vec2 with a very less margin of 1%. This concludes
the classification with score-based classification is better than
the cascaded type of system in the detection of spoken gram-
mar errors as the errors will be directly reflected in CS which
helps in better classification to overcome the main disadvantage
of the cascaded type of system i.e. error propagation. Further, if
we compare the performance of E2E Google ASR with the sta-
tistical ASR without considering test set LMs, in 2 options case
Googe ASR performs slightly better than the statistical ASR
but the performance gap is very less i.e. 0.15% with Tedlium
4-Gram large LM. And in cases of 3 options and 4 options,
Librispeech 3-Gram medium LM and Librispeech 3-Gram large
LM show better performance than Google ASR. Again the per-
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Average ASR word level confidence score based classification Baselines(ASR+GED)
# Librispeech pretrained ASR Goosl Goosl Ivec2 hisper
Librispeech LMS Tedlium LMs Zami LMs Test set LMs :(s)lgze :g%e Waxsvlfc W AE'{{
3 (Small) |3 (Medium)| 3 (Large) | 4 (Small) | 4 (Large) 4 5 3 4
2 |50.51(0.51) | 50.77(0.51) | 52.10(0.52) | 53.08(0.53) | 53.95(0.54) | 50.26(0.50) | 52.05(0.52) | 55.44(0.55) | 55.28(0.55) | 54.10(0.54) | 52.70(0.52) | 55.10(0.54) | 53.71(0.54)
3 [57.95(0.53) | 60.00(0.55) | 57.61(0.52) | 57.61(0.52) | 59.32(0.54) | 57.78(0.53) | 57.61(0.52) | 59.15(0.54) | 59.32(0.54) | 57.01(0.52) | 51.94(0.46) | 55.64(0.46) | 50.77(0.46)
4 [63.43(0.51) | 63.73(0.52) | 64.33(0.52) | 64.10(0.52) | 64.05(0.52) | 63.99(0.52) | 64.17(0.52) | 66.46(0.55) | 66.47(0-55) | 63.85(0.52) | 57-35(0.50) | 63.18(0.53) | 52.50(0.48)
Avg [57.30(0.52) | 58.17(0.53) | 58.01(0.52) [ 58.26(0.52) | 59.11(0.53) | 57.34(0.52) | 57.94(0.52) | 60.35(0.55) | 60.36(0-55) | 58.32(0.53) | 54.00(0.49) | 57.97(0.51) | 52.32(0.49)
Table 6: N best scoring based analysis formance gap in the 4 options case is very less. If we consider
N-Gram | Options | Ist 2nd 3rd 4th  5th the test set LMs for comparison, then the accuracies with test
3 2 49.44 4892 4892 4877 48.36 set LMs are higher than all other cases except in the 3 options
(Small) 3 5299 5299 52.82 52.99 52.99 case where Librispeech 3-Gram medium is higher. From these
§ g 2183 2181 21~Z7 2172 Z”? results, it is clearly shown that the score-based classification is
g 3 9.33 4897 49.13 48.7 85 better than the widely used cascaded system and in particular
£ | Medium) 3 03163316 °33.50 33,50 53.50 statistical ASR shows a better advantage because of LM, fur-
= 4 6199 61.86 61.81 61.83 61.79 / Ivantage be ¢ )
5 V) 7959 4933 43.46 4326 4326 ther reducing the search space with LM trained with only test
(Lai e 3 53.68 53.50 53.50 52.99 52.82 set text will be added advantage. Among all, Librispeech pre-
g 4 6220 62.10 61.96 61.88 61.82 trained ASR with test set 4-gram LM has the highest average
4 2 4933 49.49 4928 49.08 48.77 accuracy & average F1 score. With this, the highest relative per-
£ | (Small) 3 Y419 54,19 54.0254.02 54.02 formance in terms of accuracy observed is 15.36% with whis-
=2 4 62.01 6191 61.82 61.85 61.77 .
S 3 1960 4938 4928 4973 4872 per ASR baseline. And 11.80% and 4.12% for google ASR and
& 4 3 5436 5419 5419 53.68 53.50 wav2vec ASR baselines respectively. In terms of average F1
(Large) 4 62.09 62.05 6192 61.83 61.73 score, the relative performance observed is 12.24% with google
2 49.28 49.08 4897 4851 48.15 & whisper ASR and 7.84% with wav2vec ASR.
< 4 3 53.68 53.68 53.33 53.50 53.33
= 4 62.08 6197 61.83 61.79 61.73 . .
E 5 40744993 A% ST 48564805 5.3. N-best scoring based analysis
5 3 5402 5350 53.68 53.50 53.50 Further, we show the performance of decoding likelihood-based
4 62.17 62.02 61.90 61.85 61.80 . . . .. . .
classification using only statistical ASR in Table 6 with 1 to
2 50.82 49.59 48.72 48.10 47.59 o
3 3 5573 5521 54.87 5470 54.36 5 best hypotheses to compare the performance variation. The
2 4 6296 62.65 62.49 6233 62.23 demonstrated results indicate there is no performance variation
Z 2 50.87 49.54 48.62 48.05 47.69 with 1 to 5 best hypotheses and very negligible variation among
& 4 3 5590 55.38 55.04 54.70 54.53 different LMs in terms of classification accuracy. Even the best
4 62.96 6265 6248 6235 6224 cases are not better than CS based classification but are almost

equal to the baseline except in the 2 options case. A similar
trend is observed in average F1 scores. This shows that the
decoding likelihood score-based approach is almost equal to the
baseline but not better than the CS based classification and there
is no improvement with 5-best hypotheses.

6. Conclusion

In this work, we analyse the widely used cascaded type of
spoken grammar error detection with SOTA ASR and a score-
based classification. Experimental results showed better perfor-
mance with the CS based method than the cascaded type of sys-
tem and even further statistical ASR shows better performance
than the end-to-end. Reduced search space while decoding in
the case of statistical ASR is an added advantage. Decoding
likelihood-based classification from statistical ASR is almost
equal to the baseline cascaded system but not better than the CS
based method. No effect of changing LM and different N-best
hypotheses is observed with decoding-based likelihood classifi-
cation with statistical ASR. Achieving the problem in a generic
case from question specific and detecting the error locations will
be the future scope of this work.
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