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Abstract
In the applications of computer-aided pronunciation training
(CAPT), evaluation of second language learner’s pronunciation
is an important task. For this task, goodness of pronunciation
(GoP) is shown to be effective and is typically computed un-
der clean speech conditions. However, in real scenarios, CAPT
systems often need to deal with noisy conditions, which could
degrade the effectiveness of GoP. We analyze the variations in
GoP performance under noisy conditions by adding three types
of noises namely, babble, white and f-16 at 20 dB, 10 dB and
0 dB signal-to-noise ratio (SNR) conditions. We hypothesize
that the use of phonemes uttered by a teacher would make GoP
score more robust and mimic the human rating closely, based on
which we propose a modification to the typical lexicon based
GoP (LGoP). The proposed scheme is referred as teacher ut-
terance based GoP (TGoP). In addition, GoP of learner’s and
teacher’s utterances are combined to propose a GoP like (GL)
score based on the difference between the two. Correlation co-
efficient between the GoPs and the teacher’s ratings is used as
the performance metric. Experiments conducted on the speech
data collected from Indian English learners reveal that, although
the performance of different GoP schemes drops with additive
noise, TGoP performs better than LGoP in both clean and noisy
conditions. In low SNR conditions, GL performs better than
both TGoP and LGoP.
Index Terms: Goodness of pronunciation, Computer-aided
pronunciation training, Lexicon based GoP, Teacher utterance
based GoP, GoP like score, Noise analysis for GoP.

1. Introduction
English is commonly known as the lingua franca of business [1].
With the growing significance of learning English, computer-
aided pronunciation training (CAPT) [2] could help non-native
English learner’s in terms of its availability and interactivity. In
these related applications, the learner’s utterance is automati-
cally evaluated and feedback on their mispronunciation is pro-
vided either at phoneme level [3], word level [4] or sentence
level [5]. Generally, the pronunciation evaluation in these ap-
plications is based on an assumption that the language learner
shares similar acoustic properties as that of a native English
speaker when the learner achieves a good pronunciation quality.
Based on this, the pronunciation quality was initially evaluated
by computing the likelihood [6,7] of the phonemes in a learner’s
utterance using the acoustic model trained with native English
speech. Later posterior probability based method known as
goodness of pronunciation (GoP) [3] was introduced, which is
defined as the probability of acoustic observations within the
uttered phoneme given its respective phoneme model. The lat-
ter is the most commonly used method in CAPT [8] due to its
effectiveness.

We thank the Department of Science & Technology, Government of
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GoP was defined by Witt et al. [3], where it was com-
puted using Gaussian mixture model-hidden Markov model
(GMM-HMM) based native phoneme models and was also im-
plemented by Luo et al. [9] and Wang et al. [10] with slight
modifications in the formulation. GoP was later introduced for
the deep neural network (DNN)-HMM based acoustic models
by Wenping et al. [11–13] and Huang et al. [14] which resulted
in a significant performance improvement compared to that us-
ing GMM-HMM based acoustic models.

The existing GoP formulations have been mostly imple-
mented on clean speech data [15]. However, in real scenar-
ios, CAPT systems often need to handle noisy condition [16].
For example, the real scenarios could include babble noise, im-
proper setting of the microphone, etc. Under these conditions,
the existing GoP methods may fail to perform reliably. How-
ever, very few works have addressed the computation of GoP
under noisy conditions. These include applying denoising to the
noisy signal before computing GoP [16]. But, the mismatches
in the speech acoustics considered in the phoneme model and
denoised signal could affect the quality of the GoP. Thus, it
is required to analyze the performance of GoP under different
noisy conditions considering various types of noises at different
signal-to-noise ratio (SNR) conditions.

Further, in most of the existing works, the GoP scores are
obtained for the phonemes present in the learner’s utterance.
However, the uttered phonemes could be erroneous due to the
typical phoneme errors. Thus, the GoP score computed consid-
ering incorrectly uttered phoneme could degrade the correlation
coefficient. We observe that this degradation can be reduced
by computing GoP considering phonemes in the teacher’s ut-
terance as a reference. Xiao et al. [17] proposed a feature by
augmenting the phoneme posterior probabilities of learner’s and
teacher’s utterance for pronunciation assessment in a supervised
manner. However, no work in the literature proposed incorpo-
rating teachers’ utterance into GoP computation and studied its
effectiveness in clean as well as noisy conditions.

In order to analyze these, in this work, we propose to com-
pute the GoP considering phonemes in the teacher’s utterance
defined as the teacher’s utterance based GoP (TGoP). Further,
we propose a GoP like (GL) score considering GoP scores com-
puted from learner’s and teacher’s utterances. For which, a
mapping function is proposed to combine both the GoP scores
of teacher and learner to a GL score. Also, we analyze the
performance of the proposed TGoP and GL score along with
typical lexicon based GoP (LGoP) scores obtained from exist-
ing works under additive noise conditions. We conduct exper-
iments on speech data collected from Indian English language
learners considering the phoneme models trained with native
English corpus named LibriSpeech (LS) [18]. We compute GoP
scores based on the works proposed by Witt et al. [3], Wenping
et al. [11,13] and Sudhakara et al. [19] as baseline schemes. We
perform the experiments under additive noise conditions with
three noises namely, babble, white and cockpit (f-16) at clean
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Figure 1: Block diagram describing the steps involved in the
proposed study.

and 20 dB, 10 dB and 0 dB SNR conditions. These experiments
revealed that the correlation coefficient computed between GoP
scores and teacher’s ratings reduce significantly from clean to
0 dB SNR under all noise conditions. The highest absolute im-
provements in the correlation coefficient from baseline schemes
are found to be 0.030 and 0.266 among all clean and noisy con-
ditions with TGoP and GL score respectively.

2. Database
In this work, we consider a read English corpus collected from
16 Indian learners who were in the spoken English training at
the time of the recording. Due to the language diversity in In-
dia, we consider learners from six different native languages –
Malayalam, Kannada, Telugu, Tamil, Hindi and Gujarati. There
are a total of 4, 5, 3, 2, 1 and 1 speakers from each of these
languages respectively. All the learners were either undergrad-
uate or postgraduate students whose age ranged from 19 to 25
years. Each learner read 800 stimuli, thus, a total of 12800 ut-
terances are present in the corpus. A spoken English teacher
manually rated each utterance on a scale of 5 to 1, where the
rating 5, 4, 3, 2 and 1 indicate that there is negligible, low, av-
erage, considerable and high native language influence in the
learner’s utterance respectively. The teacher is a spoken En-
glish trainer with an experience of 25 years. In all the ratings of
12800 utterances, 2585, 2656, 2957, 2364 and 2238 utterances
are assigned with rating 1, 2, 3, 4 and 5 respectively. Further, to
know the consistency of the teacher, we randomly repeat 1200
utterances. The teacher is found to have more than 70% con-
sistency in the ratings of repeated stimuli. Further, we obtain
the teacher’s utterances by collecting the recordings from the
teacher for all the unique sentences spoken by the learners. We
use three noises namely, babble, white Gaussian, f-16 from the
NOISEX-92 database [20].

3. Proposed study
Figure 1 shows the three major stages involved in the GoP score
computation of the proposed study. The first stage computes
the GoP score for the teacher’s utterance in two steps and for
this purpose, a repository is created which consists of teacher’s
recordings corresponding to the learner’s sentences. In the first
step, we obtain the audio and uttered phonemes along with its
time-aligned boundaries belonging to a teacher’s utterance from
the repository. With these, in the second step, we compute the
GoP score for the teacher’s utterance. The second stage com-
putes a GoP score for learner’s utterance in three steps. In the
first step, we obtain a noisy signal for a given learner’s utter-
ance under additive noise conditions. In the second step, we
perform forced alignment on the learner’s utterance to obtain
time-aligned boundaries with the DNN-HMM phoneme models
considering the phoneme in the teacher’s utterance. In the third
step, we compute a GoP score for the learner’s utterance using
aligned boundaries and the phonemes in the teacher’s utterance.
The third stage computes GL score by applying a mapping func-
tion on the GoP scores of teacher’s and learner’s utterance.

3.1. Lexicon based GoP (LGoP)

In general, GoP is defined for a phoneme p over the segment
containing acoustic observation O = {Ot,∀ 1 ≤ t ≤ T},
where T is the total number of frames in the phoneme seg-
ment. The boundaries for the phoneme segments are obtained
by forced-aligning an utterance with its respective transcription
and a native English lexicon.

Witt et al. [3] formulated the GoP as absolute log of poste-
rior probability of a phoneme P(p|O) normalized by duration:

GoP (p) =
1

T

∣∣∣∣ log P(p|O)

∣∣∣∣ =
1

T

∣∣∣∣ log
P(O|p)P(p)∑

q∈Q P(O|q)P(q)

∣∣∣∣ (1)

where Q is the complete phoneme set, P(p) is the prior of
phoneme p and P(O|p) is the likelihood of acoustic segment
O given phoneme p. The same authors [3] approximated the
GoP as:

GoP (p) =
1

T

∣∣∣∣ log
P(O|p)

maxq∈Q P(O|q)

∣∣∣∣ (2)

Further Wenping et al. [11] modified the GoP as:

GoP (p) =
P(O|p)P(p)∑

q∈Q P(O|q)P(q)
(3)

Log-likelihood ratio based GoP [11] was proposed as :

GoP (p) =
1

T

[
T∑

t=1

logP(Ot|p)− max
{q∈Q,q 6=p}

T∑

t=1

logP(Ot|q)

]
(4)

Further GoP was formulated [13] in terms of sub-phonemic pos-
teriors P(st|Ot) and its priors P(st) as:

GoP (p) =
1

T

T∑

t=1

log
P(st|O(p)

t )

P(st)
(5)

Sudhakara et al. [19] formulated GoP incorporating sub-
phonemic transition probability P(st|st−1) as:

GoP (p) =
1

T

[
T∑

t=1

logP(st|O(p)
t )+

T∑

t=2

logP(st|st−1)+(T −1) logn

]

(6)

where n is the total number of sub-phonemes.
Generally, the GoP scores are defined at the phoneme level

[3]. However, in general, a score is represented for a whole
utterance. The score for an utterance is computed by averaging
the scores across all the words in the sentence, where the word
level score is obtained by averaging the scores across all the
phonemes in the word [11].

3.2. Teacher’s utterance based GoP (TGoP)

The GoP computed based on forced-alignment using the lex-
icon could result in lower performance. This is because the
phoneme transcriptions obtained from forced-alignment might
have phoneme errors even though the phoneme transcriptions
are selected from native English lexicon [21]. For a given word,
the lexicon contains one or multiple utterances. For exam-
ple, the word “The”, contains the following two different utter-
ances “DH IH” and “DH AH”. The former and latter versions
are used when the word “The” appears before a word starting
with vowel and consonant sounds respectively in a sentence.
Thus, while uttering this word, the L2 learners have to care-
fully choose one of the utterance. Otherwise, it may result in
phoneme errors i.e., mispronunciation. Similarly, such context-
based utterance variations exist for many English words includ-
ing “Project”, “Live”, “Lead”, “Bow” and “Tear”. In the forced-
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alignment, it is non-trivial to obtain the phoneme transcriptions
without such phoneme errors, when the lexicon contains multi-
ple utterances. Under these conditions, existing lexicon based
GoP computation results in inconsistent scores. We illustrate
this using Figure 2.
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Figure 2: Comparison of two learner’s based on their pronun-
ciation quality.

Figure 2 shows the GoP scores computed using Equation 6
for the word “Lover” belonging to two utterances, which are as-
signed with ratings one and five respectively. The word has the
following two utterances in the lexicon “L AH V AH” and “L
AH V ER”. Between the two utterances, the correct canonical
utterance “L AH V ER” is observed in the teacher’s utterance.
Considering both the utterances, the phonemes estimated from
forced-alignment are “L AH V AH” and “L AH V ER” respec-
tively. Considering the respective phoneme transcriptions, the
GoP scores of both the utterances are found to be 4.768 and
5.094 respectively. From these scores, it is observed that both
the scores are closer, however, their respective ratings are far
apart. Hence, it could result in performance degradation. In or-
der to circumvent this, we propose to compute GoP score con-
sidering the phonemes in the teacher’s utterance. Based on this,
the GoP score is affected only for the utterance in Figure 2 (a)
and it is found to reduce from 4.768 to 3.063. With this new
value, the GoP scores are relatively farther compared to when
lexicon based forced-aligned phonemes are considered. Thus,
we believe that the GoP score computed using aligned bound-
aries obtained from the forced-alignment considering phonemes
in the teacher’s utterance could improve the performance com-
pared to that computed based on the forced-alignment using the
native English lexicon.

3.3. GoP like (GL) score computation

Typically, GoP is computed based on native English models. It
is known that when there is a difference in the English accent
between the teacher and the learner, then there could be differ-
ences in their speech acoustics. Hence, better performance is
expected when the models are trained with the teacher’s data
if the teacher and learner belong to the same English accent.
However, it is costly and cumbersome to obtain a large amount
of data from the teacher for learning the phoneme models. In
order to overcome this, we propose an approach by consider-
ing relative variations in the GoP score of the learner’s utter-
ance with respect to the GoP score of the teacher’s utterance.
Let the GoP score of the learner’s and teacher’s utterances be
GoPl(p) and GoPt(p) respectively for the phoneme p. Con-
sidering these, we propose a mapping function which outputs a
score based on the relative closeness of GoPl(p) with respect to
GoPt(p) and we define this score as the GoP like (GL) score.
We propose the function for GoP like score, for phoneme p as:

GL(p) = 1− tanh

(
k ×
∣∣∣
(
GoPt(p)−GoPl(p)

)/
GoPt(p)

∣∣∣
)

(7)
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Figure 3: Plot of GL(p) for various ranges of GoPt(p) &
GoPl(p)

where k (k > 0) is a parameter chosen to control the strictness
of scoring. For the experiments in this work, we empirically
found the k= 0.15 and 0.40 for Equation 1, 2, 3 & 4 and Equa-
tion 5 & 6 respectively. Inspired by the activation function of
a neural network, we have used tanh in defining GL(p). It
is clear that 0 ≤ GL(p) ≤ 1. GL(p) takes value 1 when
GoPl(p) = GoPt(p) and vice-versa.

The range of GoP scores for Equation 1 & 2 is (−∞ , 0], for
Equation 3 is [0 , 1] and for Equation 4, 5 & 6 is (−∞ ,∞). Fig-
ure 3 shows the variation of GL(p) as a function of GoPt(p),
GoPl(p) and k. From Figure 3, it can be observed that the
function GL(p) is close to 1 when GoPt(p) ≈ GoPl(p). From
Figure 3(c), it can be observed that increasing the value of k
leads to lesser GL(p) score.

3.4. Noise selection

Recently, CAPT systems due to its reliability and cost-effective
nature [22] are being implemented in classrooms where a large
number of students utilize the service at the same time. In
this environment, the learner’s voice is corrupted with the sur-
rounding students who are actively speaking. In general, this
unwanted voice in the background could be characterized us-
ing babble noise [16]. The babble noise considered in the
speech systems, encounters when a group of people are talking
or babbling together among which the target speaker’s voice is
present. It is influenced by factors like the number of speakers
and the surrounding environment. Further, CAPT systems are
designed to be used through laptops and mobile devices, where
the quality of the inbuilt microphones may vary across devices
in terms of recording quality [23]. Besides that, the recording
quality could also be degraded due to improper microphone set-
tings. These together could be characterized by white Gaussian
noise, which has a flat spectral density. Under these conditions,
the analysis of GoP performance could be useful.

In addition, typically, planes are equipped with communi-
cation radio systems, which is used by pilots to communicate
with air traffic control (ATC). Thus, it is crucial for the pilots
to convey the information without any mispronunciation at cru-
cial junctures to avoid wastage of time. In these conditions, the
analysis of GoP could be useful. However, pilots’ voice is cor-
rupted by the noise in the cockpit due to the engine and the wind
striking the body of the plane. Due to the significance of GoP
analysis under these noise conditions, we propose to study vari-
ations under additive noise conditions considering babble, white
Gaussian and f-16 cockpit noise at different SNRs. Though in
real scenarios, the noise might not be additive, the analysis in
this work is primarily performed to obtain insights in a con-
trolled manner.

4. Experimental results
4.1. Experimental setup

We consider the GoP formulations in Equation 1, 2, 3, 4, 5 and
6 described in Section 3.1 for the analysis and refer them as
E1, E2, E3, E4, E5 and E6 respectively. We consider the Pear-
son correlation coefficient [24] between the GoP scores and the
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teacher’s ratings as the measure. We consider the speech data
under clean and noisy conditions with additive noises namely,
babble, white Gaussian, f-16 at 0 dB, 10 dB and 20 dB SNRs.
We use a DNN-HMM based acoustic model trained with LS
Corpus [18]. We use Kaldi automatic speech recognition toolkit
[25] to train the DNN-HMM acoustic model considering the ar-
chitecture as provided in Dan’s recipe [26]. We obtain time-
aligned boundaries and phoneme transcriptions for the reposi-
tory by applying forced-alignment on the speech data belonging
to the teacher.

4.2. Results and discussion

Table 1 shows the correlation coefficients computed between
the teacher’s ratings and the scores obtained from each of the
six GoPs under clean condition. The correlation coefficients are
computed based on the scores separately obtained from LGoP,
TGoP and GL score. From the table, it is observed that the cor-
relation coefficients obtained with TGoP are higher than those
with LGoP in all six equations. The highest absolute improve-
ment among all equations is found to be 0.03. This indicates the
benefit of TGoP in the pronunciation assessment task. This sup-
ports our hypothesis that the phoneme errors due to estimated
utterance from multiple entries in the lexicon could cause per-
formance degradation.

Table 1: Correlation coefficient between the scores obtained
from LGoP, TGoP & GL score and the teacher’s ratings.

E1 E2 E3 E4 E5 E6
LGoP 0.4423 0.4450 0.4223 0.4504 0.5658 0.6245
TGoP 0.4702 0.4726 0.4488 0.4806 0.5808 0.6399

GL 0.4587 0.4582 0.4106 0.3201 0.5234 0.5681
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Figure 4: Correlation coefficient between the LGoP, TGoP and
GL score and the teacher’s ratings for babble, white & f-16
noise at 0 dB, 10 dB & 20 dB SNR.

Figure 4 shows the correlation coefficients computed be-
tween the teacher’s ratings and LGoP, TGoP and GL score for
all the six equations under all three noises at all three SNRs.
From the figure, it is observed that among all three scores, the
correlation coefficients obtained from both TGoP and GL scores
are higher than that from LGoP for Equation 3, 5 & 6 and com-
parable to that from LGoP for Equation 1, 2 & 4 under all three
noises at three SNRs. Further, the correlation coefficients grad-
ually decrease from 20 dB SNR to 0 dB SNR conditions under
all three noises for all three types of scores (LGoP, TGoP and
GL). The highest decrement in the correlation coefficients with
that obtained in clean condition is found to be 0.394 under 0
dB SNR. This indicates that the degradation in the performance
of GoP is significantly high with additive noise. It is interest-
ing to observe that the correlation coefficients obtained under
f-16 noise are the highest and white noise the least respectively

among all noises, scores, GoP equations and SNRs. This indi-
cates that the GoP based pronunciation assessment is least af-
fected by the noise under cockpit conditions and it is maximally
affected by the noise due to microphone variabilities.
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Figure 5: Correlation coefficient between the LGoP, TGoP and
GL score and the teacher’s ratings for different sets of combi-
nation of noises.

In general, the background noise in the applications of
CAPT can be varied. In order to analyze the GoP performance
under these variable conditions, we compute the correlation co-
efficients on the ten mixed sets derived such that its size is the
same as the speech data considered (12800 utterances) in the
experiment. The utterances in the mixed set 1 comprises equal
amount of randomly chosen recordings from clean speech data
as well as noisy speech under all three noises at all three SNRs.
The utterances in the mixed sets 2, 3 & 4 are respectively from
babble, white and f-16 under clean and all three SNRs. Sim-
ilarly, the mixed sets 5, 6 & 7 are derived respectively for 0
dB, 10 dB and 20 dB SNR under all three noises. Further, the
mixed sets 8, 9 & 10 are derived from all three SNRs under the
following combination noises – babble & white, white & f-16
and babble & f-16 respectively. Figure 5 shows that the correla-
tion coefficients obtained using TGoP is higher than those with
LGoP in all the sets and all the equations. Further, the correla-
tion coefficients with GL score are higher than or comparable to
those with LGoP in most of the sets and most of the equations.
This indicates the benefit of teacher utterance based computa-
tions under varying noise conditions. Additionally, Equation 6
exhibits an overall better performance compared to all the other
equations and this could be because it considers transition prob-
abilities and senone state posteriors in its formulation.

5. Conclusion
We study the variations in the performance of goodness of
pronunciation (GoP) under noisy speech conditions to address
its effectiveness under real scenarios. We propose to com-
pute the TGoP and GL score for learner’s utterance considering
phonemes in the teacher’s utterance unlike the phonemes esti-
mated in the learner’s utterance using forced-alignment process.
Experiments are conducted on the speech data collected from
Indian learners under additive noise conditions at three SNRs
considering three noises. These reveal that the performance ob-
tained using the phonemes from the teacher’s utterance is higher
than those using forced-alignment. Further investigations are
required to obtain better strategies to improve performance un-
der noisy conditions as well as for GL score. Future works also
include incorporation of pronunciations based on text-to-speech
(TTS) systems when the teacher’s utterance is unavailable.
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