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ABSTRACT

Non-speech sounds (cough, wheeze) are typically known to
perform better than speech sounds for asthmatic and healthy subject
classification. In this work, we use sustained phonations of speech
sounds, namely, /a:/, /ii/, Ju/, Je1/, Jou/, [s/, and /z/ from 47
asthmatic and 48 healthy controls. We consider INTERSPEECH
2013 Computational Paralinguistics Challenge baseline (ISCB)
acoustic features for the classification task as they provide a rich
set of characteristics of the speech sounds. Mel-frequency cepstral
coefficients (MFCC) are used as the baseline features. The classi-
fication accuracy using ISCB improves over MFCC for all voiced
speech sounds with the highest classification accuracy of 75.4%
(18.28% better than baseline) for /ou/. The exhale achieves the
highest classification accuracy of 77.8% (4.2% better than baseline).
Comparable accuracies using speech sound /ou/ and non-speech
exhale indicate the benefit of the rich acoustic features from ISCB.
An analysis of 21 ISCB features groups using forward feature group
selection shows that loudness and MFCC groups contribute the most
in the case of /ou/, with interquartile range between 2"¢ and 3¢
quartile of loudness feature being the best discriminator feature.

Index Terms— Asthma, openSMILE, Classification, Sustained
phonations,

1. INTRODUCTION

Asthma is a chronic airways disease which affects around 339 mil-
lion people around the world with 1000 deaths every day [1]. Inflam-
mation of airways causes chest tightness, breathlessness, wheezing,
cough, and other unusual sounds during breathing in asthmatic sub-
jects [2]. Diagnosis and monitoring of asthma is typically done by
gold standard test Spirometry. Spirometry is a lung function test
which measures how fast and how much air a person can exhale.
During spirometry test, a patient has to take deep breath in and blow
out air as fast as and as much as possible into the mouth piece, while
nose is blocked with a nose clip. Values of Spirometry variables like
forced expiratory volume in 1 sec (FEV1), forced expiratory capac-
ity (FVC), and FEV1/FVC ratio are used to diagnose and determine
the severity of asthma. Spirometry values depend on the efforts, co-
ordination with technician and interest of the patients as it is very
strenuous and tedious [3], especially for the children and old people.

Peak flow meter is another method which can be used for mon-
itoring at home and ambulatory evaluation of asthma [4]. Peak flow
meter measures peak expiratory flow rate (PEFR) from major air-
ways but it fails to measure flow rate through minor airways which
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also get affected during asthma. Therefore, need for the time is an
alternate technique which can overcome limitations of above men-
tioned methods. Sound based analysis can be one of the techniques
which can help to alleviate the problem.

Sound based analysis is convenient for people irrespective
of their age or medical conditions. This can be done by using
speech sounds like sustained phonations and non-speech sounds like
cough and wheeze. Cough is produced by contraction of expiratory
muscles against a closed glottis and a sudden release of pressure
afterwards [5]. Hiew et al. [6] analyzed acoustic characteristics
of cough and used it for identification and counting of asthmatic
coughs. Wheeze, on the other hand, is a whistling sound produced
during breathing both inhale and exhale, due to obstruction in the
airways. Study carried out by Wisniewski et al. [7] used spectral
envelope and tonality index of wheeze in breath sounds for asthma
monitoring. Lin et al. [8] performed wheeze detection based on
neural network and spectrogram processing. In the literature, sev-
eral works have used dominant frequency range [9], pitch [10], and
duration of the breath [11] for asthma classification. Nabi et al. [12]
used integrated power features of wheeze to detect asthma severity.
A survey on wheeze detection of asthmatic patients can be found in
the paper by Shaharum et al. [13]. Few of the reported works used
time frequency spectrum [14], welch spectrum with feed forward
neural networks [15], Gaussian mixture models with subband based
cepstral [16], and power spectral density with autoregressive model
[17].

Most of the works in the literature reported using wheeze and
cough sounds for asthma detection and monitoring. Not much work
in the literature exists that does speech based asthmatic and healthy
classification. One of our research goals is to explore if asthma
can be detected and monitored from spontaneous speech instead of
cough, wheeze sounds. As people speak more often than having
cough or wheeze, asthmatic signature, if present in speech, can be
used to detect/monitor asthma in a passive manner.

In our previous work [18], we compared sustained phonations
of five speech sounds, namely, /a:/, /i/, /ui/, /e1/, /ou/, and non-
speech sounds, namely, cough and wheeze for the asthmatic and
healthy classification. Initial experiments are done with sustained
phonations, instead of running speech as it modulates the voice due
to co-articulation, making it more complex to understand the asthma
signature in voice, if any. The work in [18] used six different statis-
tics of used Mel-frequency cepstral coefficients (MFCC) with Sup-
port Vector Machine (SVM) as classifier We found that wheeze per-
forms the best among all the sounds and /i/ performs the best
among sustained phonations.
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In the present work, we expand the size of the database and set of
speech sounds used for asthmatic patients and healthy subjects clas-
sification. We focus more on speech sounds by exploring acoustic
features that could improve the classification accuracy. In particu-
lar, we have included unvoiced fricative /s/ and voiced /z/, as it has
noise like structure, similar to the best performing stimulus wheeze.

Unlike our previous work using MFCC statistics, we used IN-
TERSPEECH 2013 Computational Paralinguistics Challenge base-
line (ISCB) [19] features comprising 21 feature groups for asthma
and healthy classification. The goal of using ISCB features is to cap-
ture lot more variability in the speech sounds because these features
consist of spectral, cepstral, energy, and excitation/source informa-
tion [20]. It is known that signature of asthma is encoded in lung
volume [21] and voice source is a function of lung capacity [22].
Dogan et al. [23] showed significant difference between the acoustic
characteristics such as jitter, shimmer, harmonic to noise ratio of sus-
tained phonations between asthmatic and healthy group. Similarly,
Haman et al. [24] observed significant difference in the loudness
of the running speech between asthmatic and healthy group. Both
[24] and [23] observed significant Dysphonia between healthy and
patient group, through assessment of speech language pathologist.
Above mentioned discriminative information for both the classes can
be captured by features present in the ISCB, which is not possible
alone by MFCC statistics.

Experiments with 47 asthmatic and 48 healthy subjects demon-
strate a significant improvement in all speech sound based classifica-
tion accuracies by using ISCB features as compared to the baseline
MFCC statistics features. We found /ou/ to perform the best with an
accuracy of 75.4% using ISCB features compared to 57.12% using
baseline features. However, non-speech sound exhale is found to be
the best performing stimulus for classification using ISCB features
with an accuracy of 77.8%, which is 4.12% (absolute) improvement
over the baseline.

When forward feature group selection was performed, we ob-
served that MFCC turns out to be the selected groups for most of the
speech sounds. Apart from MFCC feature group, few other ISCB
feature groups were also selected. For example, for sound /s/, spec-
tral flux, spectral entropy, and loudness were found to be the best
discriminative feature groups. A classification accuracy of 69.81%
was obtained using /ou/ when only the best selected groups, namely,
MFCC and loudness, were used. When the analysis of best perform-
ing groups was done further, we found interquartile range between
2" and 3rd"? quartile of loudness feature to provide the maximum
discrimination which results in a classification accuracy better than
that using the baseline features. We begin with the description of the
dataset.

2. DATASET

Dataset used in this experiment comprises 95 subjects with 47 (28M,
19F) patients and 48 (24M, 24F) healthy. Voice recording from
patients and controls has been carried out at St. Johns National
Academy of Health Sciences, Bangalore. Age of a healthy subject in
this corpus varies over 19-60 years with an average age of 36 years.
The patients are within the age group of 15-71 years with an average
age of 43 years. Approval has been taken from the St. John’s ethics
committee for the recordings of the subjects. Consent form has been
signed by the subject before the recording.

Subjects history and Spirometry test result have been used to
group all subjects into healthy and patients under the supervision
of doctors. Database consists of patients from different severity of
asthma. Forced expiratory volume in 1 sec (FEV1) for 47 patients

lies between 0.48 Is~! to 3.59 Is~! with an average of 1.53 [s~!
and standard deviation (SD) of 0.76 Is~* . Similarly, FEV1/FVC for
patients lies between 47%-97% of their reference values.

[ Healthy
0L I Patient | |

Mean duration (sec)

/az/ Cough/iz/ Ex 1In Jou/ [s/ jw/ Wh Jer/ [z/

Fig. 1. Average duration of each stimulus. Wh, Ex and In denotes
wheeze, exhale, and inhale respectively.

We recorded sustained phonation of speech sounds namely /a:/
(as in ’After’), /i:/ (as in ’Eat’), /u:/ (as in ’Cute’), /er/ (as in
"Pay’), /ou/ (as Only’), /s/ (as in *Same’), and /z/ (as in "Zoom’)
and normal non-speech sounds cough and wheeze. Each stimulus
was recorded on an average five times per subject. As wheeze could
be present during either inhale or exhale, in addition to the entire
breathing cycle.

The total number of recordings of speech sound are 1399 and
1583 for patients and healthy controls, respectively. Similarly, 1489
and 1576 non-speech sounds are there for patients and healthy sub-
jects, respectively.

ZOOM H6 handy recorder was used for all recordings. The av-
erage time to complete recording of all stimuli is found to be 11.08
min. Data has been recorded in the spirometry lab of the hospital,
which, in general, has a noisy background because of fan, AC noise
and conversation between patients, technicians.

During recording, a nose clip is used to stop the air flow through
the nose so that subjects can exhale through mouth to their full ca-
pacity. At the time of recording, sufficient breaks were given so that
subjects were not tired due to the recording procedure. Start and
end of each stimulus including inhale and exhale boundaries were
marked manually by listening and visual inspection in Audacity [25].

Summary of average duration of each stimulus from all subjects
is plotted in Fig. 1, which shows, on average, patients take longer
time to empty their lungs due to obstruction compared to healthy
subjects.

3. PROPOSED ANALYSIS OF SPEECH SOUNDS

3.1. ISCB features

ISCB has two features sets : 1) Set A: 59 low level descriptors (LLD)
on which 54 functionals like arithmetic mean, centroid, moments etc
are computed. Set A also contains delta features of those LLDs on
which 46 functionals such as percentiles, quartiles, moments etc. are
applied. 2) Set B: Contains 6 LLDs of source/excitation and their
deltas with 39 functionals applied on each of them. There are five
global temporal statistics defined for voiced/unvoiced segments of
speech, applied on fundamental frequency LLD of Set B.
Both set A and B use some common functionals as well as set spe-
cific functionals. In addition, few functionals are only applied to
LLDs delta. Functionals description can be found in [20].

Set A has 5900 features, while set B has 473 features. There-
fore, a total 6373 features are present in the ISCB. To make analysis
computationally viable, Set A was split into 15 groups and Set B into
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Table 1. List of ISCB groups (number of features) .
SetA SetB
Loudness (100), Modulated loudness(100),
Root mean square (RMS) Energy(100),
Zero crossing rate (ZCR) (100),
RASTA auditory bands (2600), MECC (1400),

Band energy (200), Spectral Roll Off (400), Spectral flux (100),
Spectral centroid (100), Spectral entropy (100), Spectral moments (300),
Spectral slope (100), Harmonicity (100),

Spectral Sharpness (100)

Fundamental frequency(Fo) (83),
Probability of voicing (78),
Jitter (78), Jitter of Jitter (J]) (78)
Shimmer (78),
logarithmic harmonic to noise ratio (LHNR) (78)

nmwm oo REO

6 groups. Group name with its features count in bracket are shown
in Table 1.

3.2. Proposed analysis

Both the baseline features and ISCB features are used for asthma
and healthy subject classification. In addition to comparing the clas-
sification performance using these two types of features, we also
analyze the best performing feature groups by forward feature group
selection as well as best performing feature within the best group.
Classification, feature group selection as well as analysis of best
performing features are carried out separately for each speech stim-
ulus in order to analyze stimulus specific acoustic characteristics for
asthma and healthy subject classification.

Fold wise forward feature group selection was performed in a
manner similar to the forward feature selection algorithm [26] with
classification accuracy as the selection criteria. A classifier was
trained with each feature group and tested on the validation set. Af-
ter training with individual groups, group with maximum validation
accuracy was selected. A new classifier was trained with this best
performing group jointly with each feature group one by one from
the remaining set of feature groups. The trained classifier was ap-
plied on the validation set to compute the classification accuracy.
The feature group pair, which achieved the highest classification ac-
curacy was declared as the best performing feature group pair. This
process is repeated till all the 21 feature groups are covered. From
the sequence of best selected feature groups, the feature group with
the highest accuracy on the validation set is declared as the best se-
lected feature group. We repeat the same procedure for each fold. To
choose the best selected feature groups across all folds we selected
the groups which are common in at least 4 folds (also referred as
common best performing groups (CBPQG)).

To analyse the best features in best performing group combina-
tion, classifier was trained with individual features and tested on the
test set. All features in the best selected feature groups are ranked
using the classification accuracy on the test set.
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/a:/ Cough /iz/ Ex 1In Jou/ [s/ Jw/ Wh [e1/ [z/

Fig. 2. Baseline and ISCB features comparison for all stimuli. Wh,
Ex and In denotes wheeze, exhale and inhale, respectively.
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4. EXPERIMENTAL SETUP

We used five-fold cross-validation setup for the classification exper-
iments. Each fold was split into train, validation, and test sets. Num-
ber of train and test subjects for each fold is given in Table 2. Each
fold contains around same number of patients and controls. Each
train and test sets had same number of males and females from both
the classes. 20% class balanced data from the train set was used as
the validation set.

Table 2. Distribution of patients and healhty subjects in folds.
Fold1 Fold2 Fold3 Fold4 Fold5
Train | Test | Train | Test | Train | Test | Train | Test | Train | Test
Healthy | 39 9 39 9 38 10 38 10 38 10
Patient 38 9 38 9 37 10 37 10 38 9
Total 77 18 77 18 75 20 75 20 76 19

We calculated ISCB features by using openSMILE (OS) toolkit
for each stimulus. MFCC baseline was computed as mentioned in
[18], by using Voicebox toolkit in MATLAB [27]. Features were
normalized in the range [0, 1]. Features were calculated on stimuli
level, it means for each instance of a stimulus we got 6373 dimen-
sions feature. We used frame size of 20ms with 10ms shift for all the
features except o which uses 60ms window with 10ms shift. All
features were smoothed with a window size of 3 frames. SVM clas-
sifier from LIBSVM toolkit [28] used as classifier. Hyper param-
eters, C' was optimized by using Grid search method. Grid search
was performed for log,(C') in the range -6 to 8. We used the total
classification accuracy (TCA) as an evaluation metric [18] because
all folds were nearly class balanced.

Table 3. Best selected feature groups for all stimuli.

Stimuli Best selected feature groups
Jaz/ MFCC
/it/ Jitter of the Jitter, MFCC

Jou/ Loudness, MFCC
/s/ Loudness, Spectral Entropy, Spectral Flux

juz/ MFCC
/e1/ MFCC
/z/ Logarithmic Harmonic to Noise ratio

Table 4. % Reduction in features number by fold specific group
feature selection.

Mean(SD)of Mean(SD) of TCA
Stimuli | Foldl | Fold2 | Fold3 | Fold4 | Fold5 | TCA by using by using best
all 21groups | selected groups in each fold
Ja/ 72.37 | 76.46 | 68.01 | 67.32 | 67.39 62.95(6.83) 62.61(2.53)
Jii/ 64.87 | 1692 | 70.53 | 76.46 | 16.22 68.91(7.41) 64.99(5.29)
Jou/ 74.89 | 56.06 | 74.89 72.1 28.17 74.18(5.26) 69.24(1.65)
/s/ 34.18 | 82.13 | 65.82 | 86.22 | 94.07 66.82(18.03) 64.76(17.44)
Jw/ 60.16 | 21.28 | 76.46 | 74.89 | 76.81 70.08(6.55) 65.21(12)
Je1/ 36.01 | 69.31 | 67.66 | 76.46 | 76.81 69(8.17) 65.24(12.49)
/z/ 82.13 85 50.4 70.45 | 94.07 56.3(8.15) 61.54(12.57)

5. RESULTS AND DISCUSSIONS

5.1. Baseline versus ISCB features

Comparison of mean TCA of five folds for all sounds using base-
line and ISCB features is shown in Fig. 2. We observed that all
stimuli showed an increase in mean TCA except wheeze, which
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Table 5. List of name (Mean TCA %) of the best selected features in best groups. Here F1: MFCC, F2: loudness in Mel-scale, F3:
MFCC_delta, F4: LHNR, F5: LHNR _derivative, F6: loudness in mel-scale_delta, QUA: Quartile, UPLT: Up-Level-Time, PER: Percentile,
RQM: Root quadratic mean, AM: Arithmetic Mean, PAM: Peak mean, PR: Peak range, LRc2: linear regression 274 coefficients, POSAM:
Positive arithmetic mean, PMRel: Peak mean relative to arithmetic mean, SKW: skewness, LPgain: linear prediction gain. In [ ] coefficient

number is shown.

Stimuli
Ja:/(Mean TCA %) | /i:/(Mean TCA %) | /ou/(Mean TCA %) | /s/(Mean TCA %) | /u/(Mean TCA %) | /ei/(Mean TCA %) | /z/(Mean TCA %)
Best | FI[2]IQR2:3(61) | FI[1I.QUAI(63) | F2IQR2-3(70) F2_LRc2(73) F3[8] LPgain(66) | FI[3].PERI.064) | F5.SKW(57)
Selected [ FI[2].STD®1) FI[SI.QUA3(63) | F2.PR(69) F2IQR2-3(73) F301.QUAIG5) | FI[TT].PMRel(63) | F4.QUA3(57)
Features | F1[8] QUA3(61) | FI1[1].RQM(63) F6_MRSlope(69) F2IQR1-3(72) F3[8] POSAM(65) | FI[11] flatness(63) | F4.QUA2(57)
F1[8]_.UPLT50(61) | FI[1].AM(63) F2.iqr1-3(68) F2.STD(72) F3[10] LPgain(64) | FI[8]-PER99.0(62) | F4_UPLT90(57)
F1[6] PER99.0(6) | FI[1] PAM(63) F6 STDRSIope(68) | F2.PER99.0(71) | F3[9]IQRI-2(64) | FI[11]LRc2(62) | F4 flatness(57)

showed decline in performance from 74.35% to 72.65%. All sig-
nificant improvements, are indicated by + symbol at the top. Sig-
nificance was tested by using Wilcoxon signed-rank test [29]. We
observed that /ou/ (18.28% better than baseline) and /a:/ (18.07%
better than baseline) are top two speech stimuli, which showed the
maximum improvement. All the vowels showed an improvement of
at least 10%. On the other hand, fricatives /z/ and /s/ improved by
6.94% and 8.2%, respectively. Although the maximum mean TCA
of 77.87% is obtained using exhale among all sounds, /ou/ yielded
a TCA comparable to this maximum. We observed among sustained
vowels and fricatives, vowels performed better for the classification
task.

I All ISCB features
[0 CBPG features

Mean TCA(%)

[a/ i/ Jes/ [s/  jw/ [er/ /2]

Fig. 3. Comparison of TCA by using all 21 groups of ISCB features
and features from the best performing groups common across at least
4 folds (referred to as CBPG) for each stimuli.

5.2. Forward feature group selection

We observed a large drop in the number of features after fold spe-
cific feature groups selection. % features reduction is given in Table
4, which shows that the maximum % feature reduction occurred in
Fold5 of /s/ and /z/. We observed that /z/ showed increase in mean
TCA whereas other speech sounds showed a decline in performance.
/a:/ showed nearly uniform reduction of 70% features in all folds
and minimum drop of 0.34% in mean TCA.

The best performing group common across at least 4 folds are
considered. They are referred to as common best performing groups
(CBPGQG) is given in Table 3. From Table 3, we can see that MFCC
was common in all vowels sounds. Mean TCA obtained using all
ISCB features and features from CBPG are compared for each stim-
ulus in the bar plot of Fig. 3 with standard deviation indicated by
error bar.

We observed that all speech stimuli showed better performance
with all 6373 features as compared to the CBPG except /s/. /ii/
sound showed the maximum reduction in TCA after best group se-
lection, which consists of the jitter of the jitter and MFCC. On the
other hand /z/ showed the minimum reduction in terms of TCA. It

was observed that even the best group based TCA for each stimuli is
higher than that using the baseline.

5.3. Analysis of best feature in best selected group

Top 5 features with maximum TCA on test set has been selected.
Table. 5 shows the description of best selected features. We ob-
served that MECC 8" coefficients statistics like inter quartile range
between 2"% and 3"¢ quartile and 99" percentile were common in
/ai/, /iz/, and /e1/. For the best performing speech stimulus /ou/,
out of five best performing features, three are from the Mel-scale
loudness. We also observed that these best selected features were
performing better than the baseline.

6. CONCLUSION

We observed that non speech stimulus is better than all the speech
stimulus and /ou/ performed the best among all speech stimuli and
second best among all speech and non-speech stimuli. All vowels
showed a significant improvement in TCA with ISCB features as
compared to the baseline features. Among fricatives, /s/ performed
the best, while /z/ performed the worst among all the stimuli. With
the CBPG features of speech sounds, we observed a drop in perfor-
mance of all sounds as compared to using all ISCB features. MFCC
is found to be the common best group across vowels sounds. Statis-
tics of the MFCC 8'" coefficients carry more discriminative informa-
tion. In future work, we want to explore the ISCB features computed
from the running speech.
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