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ABSTRACT

In this work, we consider the task of acoustic and articulatory fea-
ture based automatic classification of Amyotrophic Lateral Sclerosis
(ALS) patients and healthy subjects using speech tasks. In particular,
we compare the roles of different types of speech tasks, namely re-
hearsed speech, spontaneous speech and repeated words for this pur-
pose. Simultaneous articulatory and speech data were recorded from
8 healthy controls and 8 ALS patients using AG501 for the classifi-
cation experiments. In addition to typical acoustic and articulatory
features, new articulatory features are proposed for classification. As
classifiers, both Deep Neural Networks (DNN) and Support Vector
Machines (SVM) are examined. Classification experiments reveal
that the proposed articulatory features outperform other acoustic and
articulatory features using both DNN and SVM classifier. However,
SVM performs better than DNN classifier using the proposed fea-
ture. Among three different speech tasks considered, the rehearsed
speech was found to provide the highest F-score of 1, followed by an
F-score of 0.92 when both repeated words and spontaneous speech
are used for classification.

Index Terms— Amyotrophic Lateral Sclerosis, Support Vector
Machine, Deep Neural Networks, Electro Magnetic Articulography,
Articulatory Kinematic Features

1. INTRODUCTION

ALS is a rapid and progressive neurodegenerative disease that
mainly involves the degeneration of both upper and lower motor
neurons [1] responsible for controlling voluntary muscle move-
ments like chewing, walking, breathing and talking. It affects the
speech motor functions of patients, thus causing dysarthria [2]. No
single test can provide a definitive diagnosis of ALS [3]. The diag-
nosis is done using the revised El Escorial criteria [4]. It has been
reported that the median time for diagnosis amounts to 14 months
[5, 6]. Thus, timely diagnosis and assessment of ALS are crucial
owing to such delays before a definitive diagnosis is reached. At
present, ALS Functional Rating Scale-Revised (ALSFRS-R) [7] is
used for monitoring the progression of ALS.

Speech production decline is among the earliest indicators of
bulbar motor involvement due to ALS [8, 9]. Bulbar system has been
considered to be a part of the four speech subsystems viz. respira-
tory, phonatory, articulatory, and resonatory [10, 11, 12]. Standard-
ized diagnostic procedures are not available for bulbar dysfunction
assessment in the case of ALS. Green et al. [8] have attempted bul-
bar ALS detection with the help of physiological measures of the
four speech subsystems, and suggested the usage of speech motor

performance, in particular, tongue movement speed for early detec-
tion as well as monitoring the progress of ALS. A number of works
have reported changes in speech characteristics of ALS patients. For
example, there is a reduction in formant transition slopes [13, 14, 15]
and dispersion of the vowel space area [13, 14, 16, 17]. Moreover,
the rate of change in the second formant is correlated with percep-
tual severity of dysarthria [15, 18]. Different structures of the ar-
ticulatory subsystem (e.g., the lips, tongue, and jaw) are affected at
different times during the progression of the disease. The tongue
has been observed to be affected earlier and to a greater extent than
the jaw and the lips [19]. Presumably, this non-uniform rate of de-
terioration leads to compensatory interactions between the articula-
tors (e.g., tongue and jaw). Early movement studies revealed evi-
dence supporting this notion and showed a decrease in the size of
tongue movements but exaggerated jaw movements during speech
tasks [20, 21]. Mefferd et al. [22] investigated lip and jaw move-
ments to look for articulatory pattern inconsistencies in talkers with
mild ALS with respect to speaking rates thereby trying to understand
the speech rate decline during the early stages of ALS. Recently, the
automatic detection of ALS from speech acoustics and articulatory
samples using machine learning techniques has been attempted by
Wang et al [23].

As different articulators are affected to varying degrees at differ-
ent stages of the disease, they may cause degradation of speech to
different amounts depending on the types of speech. In this work,
we consider three types of speech tasks viz. rehearsed speech, spon-
taneous speech and repeated words. Each of these speech tasks have
a different amount of cognitive load. During spontaneous speech,
subjects can speak at their own pace and have a control on the con-
tent of the speech. On the contrary, repeated words and rehearsed
speech require the subjects to remember what they need to speak.
In fact, the amount of text the subject has to remember is more for
rehearsed speech than for repeated words. These differences in cog-
nitive load can, in turn, influence the articulatory gestures to dif-
ferent degrees. One of the goals in this work is to experimentally
examine which speech task could be more suitable for the classifi-
cation between ALS patients and healthy subjects. The classifica-
tion experiment is conducted by using articulatory and acoustic data
of 16 subjects, eight ALS patients and eight healthy subjects. The
acoustic data in synchronism with articulatory data was recorded us-
ing Electromagnetic Articulograph (EMA). We experiment with the
acoustic features as well as different features from kinematics of ar-
ticulatory movements. ALS primarily affects the motor functioning
which results in a reduction in articulator kinematics, such as max-
imum speed and maximum range, along with the duration between
onset and offset of movement for an utterance [24]. We propose new

6014978-1-5386-4658-8/18/$31.00 ©2018 IEEE ICASSP 2018



articulatory features to capture this information about articulatory
kinematics which could be helpful in providing significant informa-
tion for ALS classification. Classification experiments in a four-fold
cross validation setup reveal that the proposed articulatory feature
along with the SVM classifier results in the highest classification
accuracy of 100% for rehearsed speech followed by that for sponta-
neous speech and repeated words.

2. DATASET

For the experiments in this work, speech and articulatory movement
data was collected using the AG501 recording facility at Speech
Kinematics Lab, Department of Speech Pathology and Audiol-
ogy Lab, National Institute of Mental Health and Neurosciences
(NIMHANS), Bangalore, India. Healthy subjects and patients were
recruited from NIMHANS Hospital. Prior to data collection, an in-
formed consent was obtained from each subject. The data collection
was approved by the ethics committee of NIMHANS. All patients
exhibited bulbar involvement in at least one region of the speech
system (e.g., voice, soft palate, tongue, and/or face). The patients
were native speakers of Kannada, and the recordings of all speech
stimuli were also done in the same language. Proper care was taken
to ensure age and gender balance within and across patient and con-
trol groups. Eight patients (5 males and 3 females) diagnosed with
ALS by the Neurologist at NIMHANS, comprised the patient group
(P). The healthy controls group (C) comprised of 4 males and 4
female participants. The details of age and gender of subjects, along
with speech score on ALSFRS-R (in case of patients) are tabulated
in Table 1. Participants of healthy controls group had no history
of significant health, cognitive, or sensory problems or a history of
other neurology conditions.

The articulatory movement data was recorded with an Electro-
magnetic Articulograph, AG501 [25]. In this study, articulatory mo-
tion data was obtained at a sampling rate of 250 Hz from the eight
AG501 sensors placed at different articulators. The placement of
the sensors closely matches with the recommended optimal sensor
placement in [26]. In the recordings, we excluded the placement of
the sensor on the velum to avoid discomfort of subjects while speak-
ing. Out of the eight sensors, two are placed at the back of the two
ears to act as a reference for head correction. The remaining six
sensors are used to record the articulatory movements in the mid-
sagittal plane. Three sensors are attached on the articulators outside
the oral cavity (Upper Lip (UL), Lower Lip (LL) and Jaw), and the
remaining three sensors are attached inside the oral cavity (Tongue
Tip (TT), Tongue Body (TB) and Tongue Dorsum (TD)). The sensor
movements along the midsagittal plane are captured by the X (hori-
zontal) and Y (vertical) co-ordinates of the positional data provided
by AG501, which is used in the present study. The horizontal and
vertical movements of six sensors attached to the articulators result
in 12-dimensional articulatory features namely, ULx, ULy , LLx,
LLy , Jawx, Jawy , TTx, TTy , TBx, TBy , TDx, TDy . Thus, we
obtain a 12-dimensional articulatory feature vector representing sen-
sor positions along with the simultaneous audio recorded at a sam-
pling rate of 48 kHz for each speech task.

Informal and formal assessment measures are used for assess-
ment of articulation. The former are, in general, authentic means of
articulation assessment [27] as they provide a relatively accurate por-
trayal of the natural speech of the subject. Both informal and formal
assessment measures were carried out for both patients and healthy
subjects. Informal assessment measures include ‘rehearsed speech’
(Task #1) and ‘spontaneous speech’ (Task #2), whereas formal as-
sessment measures include ‘repetition of words’ (Task #3) from the

Subject ID C01 C02 C03 C04 C05 C06 C07 C08
Gender M M M M F F F F

Age 35 70 48 70 45 47 60 47

Subject ID P01 P02 P03 P04 P05 P06 P07 P08
Gender M M M M M F F F

Age 38 75 54 49 65 58 54 57
ALSFRS-R 3 3 3 3 2 3 2 3

Table 1: Details of the patients and the healthy subjects used in this
work

Kannada Articulation test by Babu et al [28]. Each task was re-
peated 2-3 times. In Task #1, with the clinician’s help, subject would
rehearse a two-sentence template, “My name is X. I am now in Ben-
galuru.” and recite the same (X is subject’s name and changes from
subject to subject). Each subject performed the rehearsed speech
task for six times in a row. Task #2 is considered to be a major
factor in deciding the necessity and benefits of treatment [29]. Par-
ticipants in this case would produce a monologue to elicit a natural
speech output. Two separate recordings of spontaneous speech were
performed. In Task #3, the clinician would say a word in Kannada
which would then be repeated by the subject. The words were cho-
sen from a set of nine Kannada words viz. Topi (Hat), Karnataka,
Pustaka (Book), Pen, Alilu (Squirrel), Ili (Rat), Ungura (Ring),
Chappali (Slipper), Kitaki (Window). The number of times each
word was chosen varied across subjects. Words in Task #3 are used
to assess specific vowels and consonants, in specified positions at
word level [28]. Task #1 has longer utterances than words whereas,
Task #2 had the longest recordings. The recordings for speech tasks
were annotated manually. Following removal of silence and noise
segments, the range of duration of each task are reported in Table 2
for, both, ALS patients and healthy subjects.

Task # Speech Task Range (C) Range (P)
1 Rehearsed Speech 6.2-19.9 sec 9.8-69 sec
2 Spontaneous Speech 14.7-64.83 sec 14-82.8 sec
3 Repeated Words 0.5-0.7 sec 0.9-1.4 sec

Table 2: Range of durations of different speech tasks

3. ARTICULATORY AND ACOUSTIC FEATURES

The horizontal and vertical movements of six sensors attached to the
articulators results in 12-dimensional articulatory features namely,
ULx, ULy , LLx, LLy , Jawx, Jawy , TTx, TTy , TBx, TBy ,
TDx, TDy . Till now, to the best of our knowledge, in all the pre-
vious works, kinematics of articulators are derived considering hor-
izontal and vertical directions separately. In [24], maximum speed
and range of movements were calculated for kinematics of articula-
tors by considering only the vertical direction. In [23], the statistical
features of articulators are extracted from openSMILE [30] as uni-
variate functions and do not exploit the relation between horizontal
and vertical movements. For ALS classification, in this work we pro-
pose kinematics features by considering both horizontal and vertical
directions.

The kinematics of each articulator in the mid-sagittal plane are
computed as follows. Let pdi (n) be the raw position in a given direc-
tion (d ∈ {X,Y }) of the ith sensor at the nth sample. The velocity
vdi (n) and acceleration adi (n) at the nth sample in a particular di-
rection d are computed as follows:

vdi (n) = pdi (n)− pdi (n− 1); adi (n) = vdi (n)− vdi (n− 1) (1)

6015



Form the above, we propose magnitude of velocity and acceler-
ation for each articulator as follows:

Vi(n) =

∣∣∣∣√(vxi (n))
2 + (vyi (n))

2

∣∣∣∣
Ai(n) =

∣∣∣∣√(axi (n))
2 + (ayi (n))

2

∣∣∣∣ (2)

where, i ∈ {UL, LL, Jaw, TT, TB, TD}. Different articulatory fea-
tures based on eq. 1 and 2 are defined, namely VE, AE, VAE, svaE as
shown in Table 3. We also consider the acoustic features, namely 13-
dimensional Mel frequency cepstral coefficients (MFCC) with their
velocity (Deltas) and acceleration (Delta-Deltas) coefficients, thus
resulting in a 39-dimensional vector for a window size of 20 ms with
a frame shift of 10 ms [31]. In addition to MFCCs, a combination
of MFCCs and other articulatory features is used for classification
(denoted by MFCC and All respectively in Table 3).

4. EXPERIMENTS AND RESULTS

4.1. Experimental setup

The following pre-processing step is performed before extracting
features from the 12-dimensional articulatory data from EMA. As
articulatory trajectory is slowly varying in nature [32], the articu-
latory trajectory is passed through a low pass filter with a cut-off
frequency of 25 Hz in order to avoid effects of measurement error
which is present in the form of high frequency noise in the data. Ar-
ticulatory movement data is further down-sampled from 250 Hz to
100 Hz to obtain frame synchronized MFCCs. Since cues for ALS

Feature Description(Dimension)
VE (6) Velocity as in eq. 2 of six EMA sensors
AE (6) Acceleration as in eq. 2 of six EMA sensors

VAE (12) VE and AE together
svaE (24) static, velocity and acceleration of EMA as in eq. 1

MFCC (39) MFCC from acoustics
All (87) combining VE, AE, VAE, svaE and MFCC

Table 3: Articulatory and Acoustic low-level features

detection belong to para-linguistic information present in speech,
we assume that they are encoded over a long-term. Hence, we ex-
tract supra-segmental features from the low-level features [33]. The
supra-segmental features considered are the mean and standard de-
viations (SD), computed for every 0.8 sec (80 frames of low level
features) with a shift of 0.2 sec. Note that the dimension for the
supra-segmental features becomes twice of those listed in Table 3.
The abbreviations in Table 3 are used to indicate supra-segmental
features for rest of the paper.

The classification of ALS is done using the DNN and SVM,
where training and testing are done based on supra-segmental fea-
tures. For a DNN with L layers, a supra-segmental feature vector x
is given as input to the first layer. Given the weight matrix Wl, and
hidden bias bl, the output of the lth hidden layer vl is given by,

vl(x) = tanh(ul(x)), l = 2, 3, . . . , L− 1 (3)

where,
ul(x) = Wlvl−1(x) + bl, (4)

The last layer of the DNN has two units. Soft-max function
was used as an activation which maps the outputs to the probability
vector. The DNN was trained using the cross-entropy as a metric
with Adam optimizer [34]. The number of layers L is set to four
(including visible layers), and we choose 256 hidden units in each
layer. The implementation was done using Keras library [35]. The
SVM classifier is trained using libsvm package [36]. Radial basis
function is chosen as the kernel function for the SVM classifier. γ
and C parameters in SVM were optimized on the training set using
a cross-validation setup.

4.2. Results and Discussion

Supra-Segmental 
Features

Test Data
(Speech/EMA)

Predicted
Class
LabelsMajority 

voting

 

Classifier
(SVM/DNN)

Low level 
Features

Training
Data

Decision
Control/
Patient

Fig. 1: Block diagram illustrating the steps in classification

All classification experiments (for each feature listed in Table
3) are performed in a four fold cross-validation setup where, in ev-
ery fold, two patients and two healthy subjects are chosen as the test
set and the remaining subjects as the training set in a round-robin
manner. From the available training data, 15% is used as the de-
velopment set for choosing the parameters of the classifiers. Fig. 1
illustrates the steps of the classification experiment. Initially, silence
removed test recordings are used for low-level feature computation,
and then supra-segmental features are computed from low-level fea-
tures. The classifier (SVM/DNN) trained using the training data, is
used to obtain decision on every supra-segmental feature in a given
test utterance. To get a robust decision from the classifier, the pre-
dicted class decisions from all supra-segmental features are com-
bined using majority voting to obtain one decision for a given test
recording. To evaluate the classification performance using different
tasks and also the features sets, we use F-score as a measure. For
the evaluation of F-score, we considered patients as positives and
healthy subjects as negatives. With a fixed supra-segmental duration
of 0.8 sec, we first present the classification performance by majority
voting on the whole utterance. We also examine how the classifica-
tion performance changes when the entire recording is not available,
rather, initial parts of the recordings of varying duration are used for
classification. This helps in quantifying a minimum test recording
duration needed to obtain a desired classification performance. Fi-
nally, we also examine the classification performance by varying the
supra-segmental duration.

Utterance level classification: The majority voting is done at an
utterance level, and one decision is made for the whole utterance.
F-score is computed across all utterances of the test subjects present
in a given fold. Classification results in terms of an F-score obtained
for SVM and DNN are summarized in Tables 4 and 5, respectively.
Both tables report the F-score, averaged across all folds, with SD in
bracket.

From the average F-score in Table 4 and 5, it is clear that SVM
performs either equally or better than the DNN classifier for different
features. It is also seen that the proposed articulatory features (AE,
VE, VAE) result in a better classification performance compared to
that of svaE and MFCC. Among the proposed articulatory features,
VAE performs the best using both classifiers. In particular, the av-
erage F-score using VAE turns out to be 0.95 for rehearsed speech
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Fig. 2: a,b,c): F-score for SVM based classification (‘•’ MFCC (H), ‘•’ VE (�), ‘•’ AE (N), ‘•’ VAE (�)). d): Supra-segmental Duration
Analysis (‘•’ Task #1 (�), ‘•’ Task #2 (�),‘•’ Task #3 (H))

Task # All svaE MFCC AE VE VAE
1 .95(.1) .89(.21) .89(.21) .95(.1) 1(0) .95(.1)
2 .88(.16) .85(.13) .86(.2) .89(.15) .92(.17) .92(.17)
3 .88(.16) .88(.16) .83(.11) .92(.17) .88(.16) .92(.17)

Avg .90 (.14) .87 (.17) .86 (.18) .92 (.14) .93 (.11) .93 (.14)

Table 4: F-score using SVM classifier and different features used

Task # All svaE MFCC AE VE VAE
1 .92(.09) .89(.08) .9(.11) .95(.1) .92(.09) .95(.1)
2 .88(.15) .68(.28) .79(.25) .84(.14) .73(.12) .92(.16)
3 .92(.17) .88(.16) .79(.17) .92(.17) .92(.17) .92(.17)

Avg .90 (.14) .82 (.17) .83 (.18) .90 (.13) .86 (.13) .93 (.14)

Table 5: F-score using DNN classifier and different features used

followed by 0.92 for, both, spontaneous speech and repeated words.
Interestingly, the proposed VE feature performs the best using SVM
classifier with an F-score of 1 using rehearsed speech. All features
resulted in an F-score of 0.9 which is higher than those using svaE
and MFCC but lower than that using VAE. This could be due to the
fact that All features have a dimension of 174, while VAE features
have a dimension of 24 for the same amount of training data. This,
in turn, could impact the trained classifier and, hence, the classifica-
tion performance.

Classification using test recording of different durations: In this
setup, for a given duration level, we split each utterance into seg-
ments. A decision of control/patient classification is done segment-
wise using majority voting. F-score is computed across all segments
of the utterances of the test subjects in a given fold. We choose
the minimum segment duration to be 1 sec which is close to supra-
segmental feature duration (0.8 sec). The duration levels are varied
with an increment of 1 sec to a maximum of 5 sec (rehearsed), 13 sec
(spontaneous), 6 sec (repeated words) based on the minimum dura-
tions available in the database for each task. Fig. 2 (a,b,c) shows
the F-score plots using SVM for different duration values. Consis-
tent with Table 4, the AE, VE and VAE features perform better than
the rest of the features for all chosen durations. We observe that the
performance of the SVM classifier in spontaneous speech is less us-
ing all the features compared to the rehearsed speech and repeated
words. The classifier performance increases monotonically as the
duration level increases for all tasks. Similar trend in performance is
also observed in the case of DNN.
Classification with varying duration of supra-segmental features:
In addition to computing supra-segmental features with a fixed
duration of 0.8 seconds, we also experiment with different supra-
segmental duration. So, supra-segmental features are computed

on every interval (I) ranging from 0.8 to 5 seconds in steps of s
seconds (s = 0.25 × I). In this experiment, we do not perform
majority voting, instead F-score is computed using decisions on
all supra-segmental features from testing set. The average F-score
plots using feature VAE and SVM classifier for all three tasks are
shown in Fig. 2 (d). From Fig. 2 (d), we can observe that the F-
score monotonically increases with the duration of supra-segmental
feature for all tasks, and saturates after 3 seconds. In order to get
an insight into discriminative performance of each component of
the VAE feature, we compute Fisher Discriminative Ratio (FDR)
[37] for supra-segmental features computed at 0.8 sec duration. We
found that the SD of AE for TT performed the best among all tasks.
Fig. 3 shows the histogram of the SD of AE for TT for both ALS
patients and healthy subjects for all three tasks. The FDR for each
task is shown at the top of each plot. From Fig. 2 and 3 it can be
noted that, consistently, Task #1 performs the best among the three
tasks, and Task #3 performs better than Task #2.

0.5 1 1.5
0

0.1

0.2

SD AE (TT)

4.393

Task# 1

0.5 1 1.5 2 2.5
0

0.1

SD AE (TT)

3.724

Task# 2

0.5 1 1.5 2
0

0.1

SD AE (TT)

3.731

Task# 3

Fig. 3: Histogram of best component among VAE with supra-
segmental feature computed at 0.8 sec (ALS patients (. . . ) and
healthy subjects (—) )

5. CONCLUSIONS AND FUTURE WORK
In this work, we study three different speech tasks for classifying
ALS patients and healthy control. Experiments are conducted on
16 subjects, 8 controls and 8 patients. From the classification re-
sults using SVM and DNN, we observe that the rehearsed speech
performs better than the spontaneous and repeated words. We also
propose new articulatory features for the classification task. Experi-
ments using the three speech tasks show that the proposed kinematic
features consistently perform the best among all the feature sets
considered. It should be noted that the experiments in this work
are conducted using Kannada subjects, and the consistency of the
conclusions across different languages needs further investigation.
Given the robustness of the proposed kinematic features, estimating
these from acoustics for classification task would be interesting. De-
veloping a subject independent Acoustic-to-Articulatory Inversion
(AAI) model, which could help to estimate articulatory features for
ALS classification is a part of our future work.
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